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ABSTRACT 

A revitalized interest in molten salt reactor technology has resulted in a concerted effort across 

US based national laboratories and universities to investigate and overcome the remaining scientific and 

engineering questions facing the industry. This report provides a detailed description of the atomistic 

modelling techniques that could be employed to investigate the atomic-level forces and behaviors 

governing salt chemistry and thermodynamics, and the corrosion of container materials in these systems. 

The molten salt environment is broken down into three unique regions in which atomic behaviors are 

governed by separate processes and forces. A discussion is given on how each region can be modelled 

using different computational methods. The objective of the models presented for each region is to 

understand and quantify the individual atom-to-atom forces driving corrosion processes and changes in 

salt chemistry. Once these fundamental mechanisms are better understood, larger models, which connect 

the regions, can be designed to investigate the long-term non-equilibrium behaviors exhibited by these 

molten salt systems. With a large enough computational effort, employing the Modelling techniques 

discussed in this report to supplement experimental investigations, a greater understanding of the 

degradation of salt-facing structural materials can be gained, enabling more accurate lifetime prediction, 

greater safety and regulatory compliance, and faster material innovation. 

 

1. INTRODUCTION 

1.1 MOLTEN SALT REACTOR TECHNOLOGY 

In 2002, shortly after its founding, the Generation IV International Forum (GIF) selected molten 

salt based nuclear reactors as one of the six most promising new designs for the next generation of 

advanced nuclear reactors [1]. These molten salt reactors (MSRs) could be defined as reactors in which 

the primary coolant loop is a molten salt. A variety of designs have been proposed, some of which are 

fast-reactor concepts, which typically employ a chloride salt, while others are thermal concepts, generally 

employing a fluoride salt and an in-core moderator. In most proposed designs, the coolant is also the fuel 

medium, with uranium or thorium fuel as part of the salt melt. Solid-fuel concepts have also been 

proposed [2]. A thorough discussion of proposed reactor types is available in [3]    

Much of the existing database of knowledge for molten salt chemistry and technology was 

developed decades ago at Oak ridge National Laboratory (ORNL) during the Aircraft Reactor Experiment 

(ARE) in 1954 [4] and the Molten Salt Reactor Experiment (MSRE) operated from 1965 to 1969 [5]. 

These experiments, however, were narrow in scope and limited by the existing experimental methods 

available at the time and as such, there are sizable gaps in knowledge for these systems. Fortunately, the 

last several decades have seen large strides in both experimental methods and capabilities in addition to 

the advent of computational atomistic materials modelling, a tool that was not available to MSR 

researchers in the early 50s and 60s. 

1.2 MOLTEN SALT CHEMISTRY WORKSHOP 

The renewed interest in MSR technologies, established by GIF, coupled with more advanced 

experimental tools and the newly available computational abilities of the current era has resulted in nearly 

two new decades worth of new research and collaboration between several Department of Energy (DOE) 

National US laboratories, research universities, and private sector companies. This effort culminated in 

2017 when the DOE Office of Nuclear Energy hosted the Molten Salt Chemistry Workshop at ORNL to 

review the current level of MSR science and technology, and to establish a concerted research effort 
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across US institutions to answer the most pressing science-based problems standing in the way of MSR 

technology deployment in industry [3]. 

At this workshop, six Future Research Directions (FRDs) for the advancement and development of 

MSR technologies were established. Each FRD was concentrated on a particular area of the MSR system 

and focused on establishing, for each area, the current level of understanding of material behaviors, the 

specific places where a better understanding is needed, and then the potential experimental and 

computational techniques that could be employed to achieve that better understanding. FRD 1 establishes 

the importance of understanding the physical and thermodynamic properties of the salt, such as structure, 

coordination, speciation and redox states, and then discusses the available experimental and 

computational methods available to study them. FRD 2 highlights the recent advances in experimental 

methods for determining these properties that were not previously available to ORNL researchers during 

the original MSR experiments, with a particular emphasis on diffraction and spectroscopic techniques. 

The third FRD extends the discussion of salt chemistry in FRD’s 1 and 2 to salt radiochemistry and salt 

behavior in the presence of fission and activation products. Understanding the solubility, insolubility, 

volatility, and corrosiveness of these products in an MSR system is critically important for the prediction 

of long-term behavior in molten nuclear salt systems. The fourth FRD targets the reactions and 

interactions taking place at the salt and container interface. A particular focus is given to the elucidation 

of corrosion related processes through both experimental and computational methods. The last two FRDs 

aim to combine the insights and knowledge learned through FRDs 1-4 to develop new materials for use in 

MSR technologies (FRD 5) and to create a fully encompassing virtual reactor simulation to predict and 

model lifetime behaviors on par with models for the current generation of pressurized water reactors 

(FRD 6). 

1.3 OPPORTUNITIES FOR COMPUTATIONAL MODELLING 

The workshop’s FRDs effectively serve as a blueprint for the future of US based materials-focused 

research and development in MSR technology, while also establishing salt chemistry and corrosion 

processes as the primary engineering related areas of focus that must be better understood before 

industrial deployment can be achieved. These processes and properties, however, often need to be studied 

in-situ and due to the intrinsic properties of molten salt systems, such as high temperatures, corrosiveness 

and volatility, these experimental efforts can quickly become difficult, cumbersome, expensive and in 

some cases impossible. As emphasized and discussed at the Workshop, it is evident that carefully devised 

computational modelling could serve to mitigate some of the problems facing experimental investigation 

and could potentially reduce the amount of work necessary to investigate and develop new materials. 

The goal of this report is therefore to expand on the role of computational modelling efforts 

discussed at the Molten Salt Workshop and to provide an in-depth technical review of the specific 

atomistic based models relevant to molten salt chemistry. As corrosion related processes are at the core of 

both salt chemistry and interfacial behavior, a particular emphasis is placed on models and methods that 

could lead to new knowledge about the corrosion related mechanisms and processes in molten salt 

systems.  

In the next section, a brief review of the current level of understanding of MSR corrosion 

processes and how that governs the choice and design of computational models is presented. The 

corrosion “problem” is then divided into three distinct environments, each corresponding to a physical 

region associated with the salt/metal interaction and which is governed by unique atomic-level forces and 

processes. The sections that follow, then describe the specific computational techniques and methods 

appropriate for modelling properties and behaviors in each of the three regions. When appropriate, brief 

literature reviews and examples of relevant modelling techniques and calculations previously performed 

for similar material systems are provided and discussed in terms of accuracy, reliability, and usefulness. 
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2. CORROSION IN MOLTEN SALT SYSTEMS 

2.1 EXPERIMENTAL OBSERVATIONS 

The primary mode of alloy degradation in molten salt corrosion is the selective depletion of the 

most active alloying elements. Most high-temperature structural alloys are Ni-based alloys such as Alloys 

600, 617, 625, C276, 230, 282, or 740. Some Fe-based alloys are capable of service at temperatures above 

600°C, such as 316H and 800H. For most common high-temperature engineering alloys, whether Ni or Fe 

based, Cr is the most active major alloy element. Therefore, depletion or dissolution of Cr atoms near the 

salt-facing surface and along grain boundaries connected to the surface is the primary concern. Figure 1 

shows an Ellingham diagram of common metallic chlorides. CrCl2 is more stable than the chlorides 

formed with Fe, Ni, and Mo, and therefore it is the first major alloying element to deplete in most high 

temperature alloys. 

 

 

Figure 1. Calculated Ellingham diagram showing stability of metallic chlorides. Figure reproduced from Pint et 

al. [6] 

 

This phenomenon can be seen in Figure 2 and Figure 3, which depict past experimental studies 

on Cr depletion depths in 316 stainless steel corroded under a FLiBe salt and Alloy 230 corroded under a 

K–Mg–Na chloride salts, respectively. Figure 3 (c, d, g, h) also shows the tendency and depth to which 

salt constituents and impurities can penetrate into the surface of the alloys [6,7].  

This exchange of atomic constituents at the salt/alloy interface also demonstrates the correlation 

between corrosion effects and overall salt chemistry. As alloy constituents leech into the salt, the salt 

chemistry will undoubtedly change, which will in response alter corrosion rates and mechanisms and so 
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on until an equilibrium is reached or until either the alloy structurally fails or the salt loses its 

functionality. 

 

 

 

Figure 2. EDS maps depicting depth of Cr depletion in 316 Stainless steel corroded in a purified fluoride 

based FLiBe salt at a temperature of 700°C for (a) 1000 h, (b) 2000 h and (c) 3000 h.  Figure reproduced from 

Zheng et al. [7]. 

 

Figure 3. SEM images (a,e) and EDS maps (b-d, f-h) depicting Cr depletion and O, Mg and Na impregnation 

in Ni alloy 230 corroded under two purities of a commercial K–Mg–Na chloride salt for 100 h at 800°C. 

Figure reproduced from Pint et al. [6]. 

 

Models designed to calculate properties and processes associated with molten salt chemistry and 

corrosion phenomena should initially be focused on the fundamental physics and mechanisms driving the 

exchange and transport of atoms between the salt and alloy. Then, once the driving forces and exchange 

mechanisms are better understood, larger, longer and more extensive Modelling methods can be designed 

to simulate overall corrosion and salt behavior for time lengths relevant to an engineering or reactor 

lifetime scale.  
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2.2 CORROSION MODELLING “REGIONS”  

When designing models to study these fundamental corrosion forces and behaviors, it is useful to 

picture the entire corrosion process in terms of three separate regions: 

I. The bulk salt 

II. The bulk alloy 

III. The salt-alloy interface 

The distinction between each of the regions can be made in the types of unique local atomic 

interactions and forces occurring that are likely driving or contributing to the overall corrosion process. A 

diagram depicting the designation of these regions for a salt/alloy interface is given in Figure 3.  

 

 

Figure 4. Illustration of a Cr (red) containing alloy surface under a molten salt. The picture is divided into three 

sections to represent regions in which the atomic level corrosion effects and mechanisms should be governed by 

unique physics and interactions. Region I represents the molten salt, governed by the concentrations of salt, alloy, 

and impurity constituents. Region II represents the bulk alloy just below the surface, governed by the diffusion and 

migration of both alloy and salt constituents and other defects through the atomic lattice. Region III represents the 

salt/alloy interface, governed by the local salt interactions and reactions with the alloy surface atoms. 

 

The molten salt should be considered Region I, where salt chemistry and thermodynamics are the 

primary focus. In this region, changes in the salt phase behavior will be driven by temperature 

fluctuations and concentration changes as degraded alloy components and fission products enter and 

accumulate in the salt. Changes in salt speciation, coordination, and phase stability as well as alloy and 

fission product solubilities can be directly modelled with ab-initio molecular dynamics (AIMD) 

computational models. Additionally, several other important properties can be evaluated with these 

methods such as melting points, density, viscosity, heat capacity, thermal conductivity, vapor pressure, 

heat of fusion, expansivity, compressibility, and surface tension. 

Region II encompasses the bulk alloy region just below the surface and is governed by the 

diffusion of atoms and defects through the atomic lattice and along grain boundaries. Density functional 
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theory (DFT) and AIMD methods can be used to explore the driving forces that facilitate both Cr (or 

other alloy component) diffusion from the bulk and salt penetration deep into the alloy. Migration and 

diffusion of alloy and salt components along grain boundaries and the formation of voids, clusters and 

other defects can also be considered a part of this this region. 

The actual interface between the molten salt and alloy surface makes up Region III. In this region, 

the specific forces and interactions between the salt ions and the surface atoms of the alloy (and other 

surface features like defects, dislocations and grain boundaries) is of interest. This is where the core of the 

currently unknown fundamental corrosion mechanisms can be thought to reside. Carefully devised DFT 

and AIMD simulations can be used to elucidate the forces that might be driving these corrosion 

mechanisms and processes. 

Properties and features native to each region are capable of being modelled independently of one 

another using localized atomic system simulation cells that are able to circumvent the overall non-

equilibrium character of the molten salt environment. For example, ab-initio methods can be used to study 

the local atomic driving forces of Cr depletion, a largely non-equilibrium process that is likely dependent 

on different atomic behaviors in all three regions, by simulating the near instantaneous forces on a Cr 

atom due to its local environment and coordination shell. By altering the coordination and local 

neighborhood of atoms around the Cr atom, fundamental diffusion and migration forces can be learned. 

Once a solid grasp on these basic driving forces and fundamental interactions is achieved, larger models 

that combine dependent processes across multiple regions can be used to investigate non-equilibrium 

effects on the diffusion of Cr (or other) atoms through the bulk or along the surface. These secondary 

models would likely involve combining ab-initio and molecular dynamics (MD) model data with multi-

scale and rate-dependent kinetic Monte Carlo (kMC) methods, which could allow for larger atomic 

system sizes and longer simulation times than the more computationally expensive ab-initio methods.  

In the following sections, the models and simulations capable of investigating the physical and 

chemical processes present in each of the three regions are presented and discussed. Examples of similar 

or relevant computational investigations are referenced from already existing literature to support the 

modelling methods proposed for each region. Lastly, an overview of the potential kMC models that could 

be used to model non-equilibrium molten salt corrosion and salt chemistry environments will be 

discussed in terms of their accuracy and precision and in terms of the data and parameter requirements 

necessary to construct them. 

 

3. COMPUTATIONAL MODELLING 

3.1 REGION I: SALT CHEMISTRY AND THERMODYNAMICS 

A full understanding of the chemical and thermodynamic behavior of the salt in its molten state is 

necessary not just for understanding properties related to corrosion but also to allow for accurate 

predictions of reactor system lifetime behaviors. Many of the questions at the forefront of salt chemistry 

are related to phase behavior and salt speciation. These are important properties that need to be 

understood because they directly dictate the solubility of contaminants in the liquid salt such as fission 

products or corroded alloy components. Composition changes (from further corrosion or fission) and 

temperature variations inside the coolant and fuel loops can result in increased corrosion rates, material 

deposition at the alloy interface, and gaseous bubble formation. 

 An understanding of these behaviors for a material system can be directly learned from its 

equilibrium phase diagram. This, however, poses a problem for the MSR community, as many of the 
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binary and ternary phase diagrams needed for the liquid salt systems under investigation have never been 

constructed. The primary method for phase diagram construction is the CALPHAD method, which can be 

used to model molten salt systems [8–10]. In this approach, experimentally measured and/or first 

principles-derived thermodynamic and thermophysical properties of all phases in a material system are 

used to empirically fit models to construct a thermodynamic database to predict the most stable phase(s) 

under different temperature, composition, and pressure conditions. For a solution phase, the model Gibbs 

free energy is fit to data such as phase equilibria, enthalpy of mixing, and/or activities of solution species. 

Additionally, it is necessary to understand structural properties such as atomic coordination for 

development of a model sublattice framework. Many of these properties for the salt systems of interest 

are not known, however, and would be difficult and time-consuming to measure experimentally for the 

large range of salts under investigation, particularly when considering minor salt additives and impurities. 

Fortunately, molecular dynamics modelling provides a convenient and relatively easy means for the 

calculation of these properties. 

 Molecular dynamics (MD) is an atomistic modelling method in which atomic potential energies 

and forces between atoms are defined by an empirically fit interatomic potential (IP) and the atomic 

system is evolved over a period of time according to Newton’s equations of motions. When sufficient 

data is available to construct a quality interatomic potential, IPMD calculations have been shown to 

perform exceptionally well in the prediction of many material properties [11–15]. Calculations quickly 

lose accuracy, however, when potential fitting data is scarce or non-existent. Additionally, the most 

commonly developed IP’s are often not able to account for electronic interactions meaning IP methods 

may not always be suitable for the prediction of electronic properties and features that depend on 

electronic configuration or charge transfer such as redox states.  

Ab-initio molecular dynamics (AIMD), developed in response to these issues, are essentially MD 

simulations where the IP is replaced with ab-initio or (first principles) DFT calculations between 

Newtonian timesteps. AIMD calculations have been shown to be very accurate and are also able to 

predict electronic properties and account for charge transfer [16,17], however, they can quickly become 

very computationally expensive and are usually limited to smaller system sizes and shorter simulation 

times. 

 A good example of AIMD modelling in molten salts is given by Bengtson et al. [18] who sought 

to evaluate the accuracy (and potential usefulness) of AIMD methods for molten salts by modelling 

several properties of a eutectic LiCl-KCl salt mixture over a range of temperatures. They calculated 

properties such as equilibrium volume, thermal expansion, bulk modulus, self-diffusion coefficients and 

the Gibbs free energy of mixing. Figure 5 and Figure 6, which show the results of self-diffusion 

coefficient and Gibbs free energy of mixing calculations, respectively, both show close agreement with 

experimental data existing for the system. 
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Figure 5. AIMD calculated self-diffusion coefficients for a LiCl-KCl salt mixture showing close agreement 

with experimental values. Figure reproduced from Bengtson et al. [18]. 

 

Figure 6. AIMD calculated Gibbs free energy of mixing for eutectic LiCl-KCl salt mixture at 823°C. Figure 

reproduced from Bengtson et al. [18]. 

 

An interesting finding by Bengtson et al, however, who also compared their AIMD results with 

IPMD data, was that the AIMD methods did not significantly improve upon the results of IPMD methods 

when adequate experimental data was available and a well-fit IP was able to be constructed for the 

material system. This suggests that if sufficient data exists and if charge transfer effects can be 

incorporated for the current salts under investigation, it could be more efficient to spend time constructing 

IP’s for traditional IPMD calculations than to stick to the slow and limited AIMD models. 

 The fitting of an accurate interatomic potential can be cumbersome and time-consuming, but the 

resultant IPMD simulations will be able to explore more properties using larger systems and much longer 

timescales than AIMD. While the necessary experimental data for many of the current salt systems of 

interest is limited, IP’s can also be parametrized from traditional ab-initio DFT calculations. This exact 

approach was taken by Dewan et al. [19] who used a dipole polarization incorporating IP developed from 

first-principles calculations [20–23] to model several properties for a LiF-ThF4 eutectic salt mixture. They 

were able to accurately calculate atomic densities, thermal expansion, self-diffusion coefficients, 

electrical conductivity, viscosity, heat capacity and atomic coordination over a range of temperatures with 

simulations of over 500 atoms that ran for several thousand of picoseconds (AIMD simulations are 

generally limited to ~200 atoms and only a few picoseconds). 
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Manga et al., [24] used traditional IPMD calculations to directly supply CALPHAD models and 

calculate equilibrium phase diagrams for the ternary NaCl-KCl-ZnCl2 system and its binary sub-systems. 

In this study, they calculated several of the previously mentioned properties including pair distribution 

functions (PDF) and coordination numbers (Figure 7) and enthalpies of mixing (Figure 8). In most salt 

systems, calculated PDF and coordination data like this can be directly compared to experimental XAFS 

(X-ray Absorption Fine Structure) data.  

 

 

Figure 7. (a) Pair distribution functions and (b) coordination numbers calculated using IPMD methods for 

the NaCl-ZnCl2 binary sub-system of NaCl-KCl-ZnCl2. Figure reproduced from Manga et al. [24]. 

 

Figure 8. Enthalpies of mixing calculated using IPMD for the liquid NaCl-KCl-ZnCl2 ternary salt at 827°C. 

The lines represent CALPHAD results and the points represent IPMD simulation results. The squares correspond to 

line 1, open circles to line 2, and closed circles to line 3. Figure reproduced from Manga et al. [24]. 

 

Using IPMD calculated data in a subsequent CALPHAD model, Manga et al. [24] was then able 

to construct the equilibrium phase diagrams for the parent ternary system and each of the binary sub-

systems. Figure 9 shows a calculated isothermal section of the ternary phase diagram at 250°C (left) and 

a liquidus projected ternary phase diagram showing the predicted melting temperature in Kelvin over the 

entire range of salt composition (right). 
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Figure 9. Equilibrium phase diagrams from IPMD and CALPHAD calculations. (left) An isothermal section of 

the NaCl-KCl-ZnCl2 ternary equilibrium phase diagram at 250°C and (right) a liquidus projected phase diagram for 

the same system showing the predicted melting temperatures (in Kelvin) from IPMD informed CALPHAD models. 

Figure reproduced from Manga et al. [24]. 

 

Future salt chemistry and thermodynamic modelling efforts should focus on applying these MD 

methods to predicting similar properties for the leading salt mixture candidates and their binary sub-

system salts. These include both non-actinide containing salt systems like NaCl-MgCl2, LiF-BeF (FLiBe) 

and LiF-NaF-KF (FLiNaK) and actinide salts like UCl3-UCl4-NaCl and LiF-BeF2-UF4. Once a solid 

computational foundation for modelling these salt systems has been achieved, efforts need to then focus 

on applying the same modelling principles and techniques to calculate the effects of impurities such as 

corrosion or fission products on these thermophysical and thermochemical properties. 

 

3.2 REGION II: MASS TRANSPORT IN THE ALLOY BULK 

In the bulk region of the alloy, which can be considered the region below the outermost handful 

of atomic surface layers, the diffusion and migration of atoms, ions, and other defects is of principal 

interest. The exchange of atoms occurring at the salt interface, whether regarding alloy components 

leaving the alloy or salt ions penetrating into the alloy, must be facilitated by some level of diffusion 

through this bulk region. Examples of this are shown in Figure 3, where both Cr depletion depths and O 

and Na penetration depths can be seen extending several tens of micrometers into the alloy. Whether via 

gradient driven interstitial migration, vacancy diffusion or some other unknown processes, the underlying 

mechanisms driving the movement of these atoms through the bulk lattice regions are generally not well 

described or understood.   

In the previous section, the large numbers of atoms and the necessary time lengths needed to 

calculate properties relevant to the salt chemistry and thermodynamics limited the choice of 

computational models to IPMD and AIMD methods. In the bulk region, however, many properties of 

interest, like migration paths and activation energies are largely dependent only on the local atomic 

coordination shell surrounding the migrating atom or defect where significant forces and lattice 

distortions might only extend up to third or fourth nearest atomic neighbors. This means much smaller 
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simulation cell sizes (< 200 atoms) can be employed to model these properties and features allowing 

traditional first-principles and ab-initio methods like DFT to be used.  

 DFT (Density Functional Theory) is an electronic structure calculation that solves the Kohn-

Sham potential equations, an approximated form of the Schrödinger equation, for an electronic many-

body system [25]. A set of atoms and atomic coordinates is given to the DFT model, and an electronic 

wavefunction for that configuration is calculated according to the Kohn-Sham potential equations. Forces 

on atoms are then calculated based on the wavefunction, and the atomic positions are updated according 

algorithms that seek to minimize the total energy and forces present in the system. The AIMD models 

discussed in the previous section make use of this by replacing the interatomic potential with an electronic 

wavefunction DFT calculation to determine the forces on atoms between timesteps. The difference 

between AIMD and traditional static DFT is in the algorithms used to update the ionic positions. AIMD 

employs Newton’s equations of motion and allows for a true evolution of time and the movement of 

atoms. It does not seek a minimum energy or ground state configuration, allowing for temperature (rapid 

vibrations of atoms) to be accounted for. The resultant energies and properties of AIMD calculations are 

then averages of the final timesteps of a simulation. The algorithms used in static DFT codes, on the other 

hand, do not correspond to the true movement of atoms, instead seeking only a minimum energy position 

through whatever path it takes to get there. In this regard, time isn’t really evolved in a DFT simulation 

and the calculation itself can be thought of as a single momentary snapshot depicting the true minimum 

energy ground state of the system at 0K. Entropy terms then vanish because of the 0K temperature 

leaving the total energy calculated in a DFT simulation essentially equal to the internal energy of the 

system’s ground state configuration. 

 DFT models have, quite successfully, been able to take advantage of this internal energy 

calculation to quantify and characterize atomic properties and behaviors through reference state 

calculations [26–29]. In these types of calculations, a total energy is calculated for some reference state 

configuration and used as a base to quantify the energetics of slightly altered or “perturbed” versions of 

that system to determine useful properties like formation energies and enthalpies, and migration paths and 

barriers.  

 Applying this framework to study molten salt induced corrosion and chemical processes in the 

bulk alloy could yield interesting and useful insights into the governing forces in this region. For 

example, the minimum energy migration paths of an atom or salt ion moving through the alloy can be 

directly modelled, and the effects of alloy composition or the presence of lattice defects like vacancies or 

interstitials on these migration paths can be quantified. This is commonly done by combining DFT total 

energy calculations with the Nudged Elastic Band method (NEB) [30–32]. In the NEB method, which 

was developed for finding saddle points and minimum energy paths through an energy surface, an 

approximate path is guessed and then populated with a series of points referred to as images. The images 

are then optimized according to an algorithm to find the lowest possible image energy. The resulting path 

represents the lowest possible energy path to get from an initial to final state. 

 An example of this can be seen in the work by Zhang et al. [27] who used DFT NEB calculations 

to model the formation and migration of vacancies in Re-doped Ni3Al. In this study, vacancy migration 

paths leading to different lattice site positions in the pure Ni3Al unit cell and in two Re-doped unit cell 

configurations were modelled. Figure 10 shows the resultant energy paths that were calculated using the 

DFT NEB method. The height of the curve represents the energy barrier that must be overcome for the 

migration event to occur. Larger multi-scale models like kMC are able to make use of these kinds of 

relative energies in the prediction of long-term migration and diffusion properties in large atomic systems. 
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Figure 10. DFT NEB calculated vacancy migration energy paths in Ni3Al. Each plot (a-f) depicts the energy 

path (and energy barrier) associated with the vacancy moving to a specific lattice site in the unit cell. The 

colors refer to the pure Ni3Al unit cell (black), a Reα-doped (blue) unit cell and Reβ-doped unit cell (red). Figure 

reproduced from Zhang et al. [33]. 

 

Similar to the way in which Zhang et al. incorporated the effect of Re-doping in their models, the 

effect of alloy concentration gradients and salt contamination can be investigated by modelling migration 

paths in Ni-Cr and stainless-steel alloys by use of carefully constructed simulation cells. For example, the 

energetics of vacancy migration in one of these alloys would be governed by the local arrangement and 

ordering of the first and second nearest neighbors around the vacancy site, which itself would be directly 

correlated to the overall alloy concentration and any concentration gradients present in that region. By 

using DFT NEB methods to explore migration paths in unit cells containing, say different numbers and 

configurations of Cr atoms, the direct effects of Cr concentration on the migration of other alloy atoms, 

salt constituents or even Cr itself can be learned. An example of this is shown in Figure 11, which depicts 

several simplistic unit cell configurations that could be used to glean this type of information. In each of 

these configurations, an energy curve can be calculated for the center Cr atom to migrate into the adjacent 

vacancy site. The height (representing the activation energy) and shape of each curve, along with the 

relative energies of the initial and final states will be affected by the local arrangement of neighboring 

atoms, represented here by the Cr cluster in Figure 11(b) and the salt atom/ion in Figure 11(c). The 

relative energies of these curves will suggest preferred migration mechanisms and paths and possibly 

provide insight into the overarching driving forces Cr and salt migration in the alloy. 
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Figure 11. Examples of atomic configurations of a Ni-Cr alloy that could be used to model Cr migration 

energies and paths with DFT NEB methods. Configuration (a) shows what could considered a reference path or 

energy curve for which the other configurations can be compared to. The effects of Cr or other alloy constituents on 

Cr migration could be modelled using configurations similar to that shown in (b) and the effect of salt contaminants 

on the migration of atoms can be modelled with configurations similar to that seen in (c).  

 

These types of DFT calculations can provide extremely useful and interesting data, however, it 

shouldn’t be forgotten that they are modelled at 0K temperature. While this not ideal for modelling high 

temperature molten salt properties, the basic and fundamental forces being calculated between atoms are 

still valid and can often be extrapolated to high temperature regimes using various thermodynamic 

principles.  

  While gaining a better understanding of these local forces and interactions between individual 

atoms would certainly be considered an accomplishment and provide useful data, they are not the only 

feature of bulk alloy behaviors that can be investigated with atomistic modelling. Just as AIMD and 

IPMD methods were suggested to model diffusion coefficients in Region I molten salts, several studies 

can be found demonstrating similar types of calculations for the diffusion of atoms and defects in bulk 

alloys [34–39]. These types simulations could provide an evaluation of diffusion coefficients at reactor 

temperatures and potentially offer an understanding of the relative transport mechanics of individual alloy 

components and salt contaminates in both the bulk region and along grain boundaries. Of course, these 

bulk region MD simulations will still be subject to the same constraints limiting the molten salt MD 

simulations in that the AIMD models will be limited to smaller system sizes and timescales and the IPMD 

models will only be as good as the data used to construct their interatomic potentials 

 

3.3 REGION III: SALT/ALLOY INTERFACE PHENOMENA   

The interface region between the liquid salt and the top two to three surface layers of the alloy is 

where the most fundamental and germinal corrosion driving processes must reside. While the presence of 

solute concentration gradients or salt contaminants in the bulk alloy and the changing chemistry and 

thermodynamics in the liquid salt may facilitate the corrosion process, it’s the fundamental mechanisms 

underlying the exchange or transport of atoms across the physical interface that are the root cause of 

corrosion in molten salt systems. Understanding these processes and mechanisms would undoubtedly lead 

to a better and more efficient ability to design and test new materials for use in these systems. 

As these mechanisms are likely to be characterized by the local interactions and forces between 

individual atoms of the surface and the ionic species and molecules of the charged liquid salt, electron 
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exchange interactions and charge transfer likely play a significant role. Because of this, modelling efforts 

should be built around first principles models, like DFT or AIMD, that are able to model electronic 

behavior during these processes. These models should be focused on understanding one of three different 

types of environments that can exist at the interface:  

(i) Just below the surface: The effects of embedded salt constituents on the electronic and 

physical behaviors of alloy atoms and features (e.g. defects) in the top three surface layers.  

(ii) On top of the surface: The deposition and adsorption behavior of salt constituents and 

impurities on top of the surface. 

(iii) Atomic Exchange: The direct exchange of atomic or ionic species from surface to liquid or 

vice-versa.  

Additionally, since the specific surface environments seen by the liquid salt can vary significantly 

from one area to the next, each model focus should be explored over several surface environments (e.g. 

flat smooth surfaces, step-edges and dislocations, grain boundary terminations, etc.) 

 

3.3.1 Focus (i) – Just Below the Surface 

The interactions, energetics, and lattice dynamics of alloy and salt components in the top surface 

layers can be modelled fairly easily with traditional DFT methods. As an example, simple and easy to 

implement DFT calculations can be designed to investigate the segregation behavior of atoms near the 

surface. Atom segregation refers the propensity for atoms in the top surface layers to either move towards 

or away from the surface and can be quantified with surface segregation energies which describe the 

change in energy associated with the solute atom’s position in any one of the top layers relative to a 

position deep in the bulk region of the material. The presence of ionic species above or adsorbed to the 

surface, the inclusion of salt ions in the top layers, and the arrangement of alloy atoms around the 

segregating atom will have an effect on this process. DFT can be used to directly calculate the changes in 

total system energy associated with solute layer position and surface coverage effects. Examples of these 

types of studies can be seen in the works of Yu et al. [40] and Guesmi et al. [41] who studied the 

segregation of transition metals in fcc Ni and the chemisorbed O influenced Pd segregation in fcc PdAu 

alloy, respectively. Figure 12 shows an example of the atomic simulation surface slab cells used by Yu et 

al. and Figure 13 shows the resulting segregation energies that were calculated using these slab 

structures. In the case of segregation energies, a negative energy means the configuration is more 

energetically favorable and that the segregating atom would prefer its position in the surface layer over a 

position in the bulk. A positive energy means the opposite and that its position in the surface layer is 

energetically unfavorable. 
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Figure 12. Surface slabs used to calculate surface segregation energies in fcc Ni. Surface slab (a) depicts the 

transition metal in the 1st surface layer, (b) in the 2nd layer, and (c) the 3rd layer. Figure reproduced from Yu et al. 

[40]. 

 

Figure 13. Calculated surface segregation energies for several transition metals in an fcc Ni (111) surface. Plot 

(a) corresponds to 3d transition metals, plot (b) to 4d metals and plot (c) to 5d metals. In this case the transition 

metal positioned in the third layer is said to be equivalent to a position in the bulk region, and so the energies for 

positions in layers one and two were calculated in reference to the energy of the third layer configuration. Figure 

reproduced from Yu et al. [40]. 

 

Surface segregation calculations describe just the energetics associated with the positioning of 

solute atoms in and around lattice sites at the surface, but the actual migration paths and energy barriers 

the segregating solute atoms must traverse to get from layer to layer are also of interest and could provide 

useful information about lattice dynamics in the top surface layers. DFT NEB models can be used to 

model these energy paths in the same manor that was described for bulk migration paths in Region II. 

Here, the effects of the local coordination shell around the migrating atom would also be of great interest 

as concentration effects (alloy solute constituents and salt ion or impurity inclusions) and the presence of 

lattice defects like vacancies, interstitials, or dislocations could have a large effect on both the migration 

process and the overall energies (and lattice stability) of the initial and final states. 
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3.3.2 Focus (ii) – On Top of the Surface 

While the segregation and migration studies of focus (i) are concerned with forces and behaviors 

exhibited by alloy and salt components in the uppermost atomic surface layers, focus (ii) models should 

be concerned with atomic behaviors above and on top of the surface. These include the properties and 

processes associated with the adsorption and deposition of salt components on the alloy surface, which 

are commonly and easily modelled using first-principles methods [42–48]. While adsorption and 

deposition could be considered very similar processes, in the case of modelling, it is useful to classify 

adsorption as the adhesion of salt component ions and atoms to specific lattice sites on the top of the 

surface and the eventual formation of an entire surface mono-layer (ML) while deposition as the multi-

layer accumulation, clustering, and growth of salt constituents and impurities on the surface. 

 An example of an adsorption study in which the effect of surface coverage is investigated can be 

seen in the work of Ma et al. [48]. In this study, DFT was used to model the change in adsorption energy 

of S on a Co(0001) surface, and it was found that as the surface coverage (or the number of adsorbed S 

atoms) increased, the adsorption energy decreased. In the case of adsorption energies, a negative energy 

means it is favorable and there is an attraction between the adsorbate and surface, while a positive energy 

means there is repulsion between the adsorbate and surface. In the case S adsorbing onto Co(0001), the 

increasing surface coverage decreased the overall attraction between the surface and S adatoms. Figure 

14 contains a plot of the calculated adsorption energies showing this effect. 

 

 

Figure 14. Calculated adsorption energy of S on a Co(0001) surface from DFT. ML stands for mono-layer so 

that 1.0 ML corresponds a full surface mono-layer. The increasing adsorption energy here means that as the surface 

coverage increases the overall adsorption process becomes less energetically favorable. Figure reproduced from Ma 

et al. [48] 

 

In molten salt systems, DFT adsorption studies could provide information on the propensity of 

different salt components and impurities to adhere to the alloy surface. Knowledge of these behaviors 

could then eventually be used to infer or predict the most likely species interaction candidates for 

corrosion processes at the surface interface.  

 As for deposition processes, traditional DFT models could be used to investigate the energetics 

associated with the size and ordering of surface clusters as they form from individual atoms and ions. 

However, it may be more interesting to employ an AIMD approach to study the formation and growth of 

these clusters so that realistic liquid salt and temperature effects can be included. Kwon et al, [42] took 

this very approach when they modelled nucleation and growth mechanisms of U clusters on a Mo(110) 

surface in contact with a liquid LiCl-KCl molten salt. An interesting finding of this investigation, shown 
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in Figure 15 and Figure 16, was that the liquid salt had a significant effect on the shape, structure, and 

stability of U clusters. Similar studies could be designed to extend this kind of investigation to compare 

the same types of effects for different salt systems (chloride versus fluoride for example) on the formation 

and structure of deposited U and (or) other impurity clusters on the surface of Ni and steel alloys. 

 

 

Figure 15. AIMD simulation of U nanocluster on a Mo(110) surface under a vacuum. As time evolved, the 

cluster flattened and lost its shape. Figure reproduced from Kwon et al. [42] 

 

Figure 16. AIMD simulation of U nanocluster on a Mo(110) surface under a LiCl-KCl liquid salt. As time 

evolved, the initially rigid and box shaped cluster compacted slightly into the shape of a sphere. The important 

observation, however, is that due to the presence of the liquid salt, the U maintained its overall “cluster” shape and 

structure. Figure reproduced from Kwon et al. [42] 

 

Similar AIMD approaches could also be taken to model salt adsorption characteristics for 

different surface structures (flat surfaces, step-edges, etc.) focusing specifically on the competition 

between different salt species for preferred adsorption sites and overall coverage.   

 

3.3.3 Focus (iii) – Atomic Exchange 

Focus (iii) models, concerned with the specific exchange of atoms, ions, and electrons at the 

surface interface, could provide arguably the most exciting and potentially interesting information about 

the underlying corrosion mechanisms in molten salts. While these exact mechanisms may not be known, 

leading to some potential uncertainty in the results and conclusions of these models, by modelling 
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relatively simple reaction pathways that are known to occur for other material systems, and directly 

comparing the different effects and properties observed for each type of salt and alloy components within 

these pathways, valuable insights into which of these component species are the most fundamentally 

linked to the corrosion process could be obtained.  

Models could be designed, for example, to compare the dynamics of salt component trapping in 

surface vacancies, along edge dislocations protruding from the surface, or within surface cracks. The 

configuration of alloy components around these vacancy or edge locations could then be changed to test 

the salt entrapment properties of the various metals that make up the alloy surface (e.g. Cr, Mo, Ni, Fe, 

etc…). Extending this model, the subsequent migration of adsorbed or entrapped salt ions (or the 

migration of alloy atoms to the salt ion) across edge steps or through vacancy or dislocations loops could 

then be modelled. Lastly, as a final step in this series, the dissolution of the salt ion with an alloy atom 

could be investigated. A similar study was carried out by Pavlova et al. [47] who used traditional DFT to 

model, first, the dissociation and adsorption of Cl2 onto a Cu(111) surface, and then the subsequent 

dissolution of Cl, Cu, Cl2, CuCl and CuCl2 species from the surface. The calculations were carried out 

over various flat surface and step-edge dislocation configurations finding that, of the dissolution products, 

CuCl faced the lowest dissolution energy barrier and that overall dissolution preferentially occurs at step 

edges and places where the dissolving Cu atom has a reduced coordination number relative to the 

perfectly flat surface. Figure 17 shows an example of the dissolution energies calculated for each type of 

dissolution product as a function of total Cl surface coverage. 

 

 

Figure 17. DFT calculated dissolution (desorption) energies for several dissolution products for a Cu(111) as 

function of Cl surface coverage (θ). The energies depicted here (𝐸𝑑𝑒𝑠) are equivalent to the height of the energy 

barriers that each product must overcome in order to desorb. The CuCl molecule therefore has the highest likelihood 

of dissolving, relative to the other modeled products, for the entire range of Cl surface coverage. Figure reproduced 

from Pavlova et al. [47] 

 

In addition to surface dissolution energies, the work of Sangiovanni et al. [49], which 

demonstrates the application of AIMD in the identification and comparison of surface reaction pathways 

that facilitate metal organic chemical vapor deposition (MOCVD) processes, represents another potential 

modelling framework that could be employed to explore molten salt corrosion mechanisms. In this work, 

an AIMD model was used to identify and characterize reaction pathways for the surface epitaxy of AlN 

on a graphene sheet at elevated temperatures. The authors modelled several possible surface reaction 

pathways involving various molecular species associated with the process and characterized the electron 
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charge transfer during each reaction, one of which, depicting the adsorption of CH3–Al–CH2 on graphene, 

is shown in Figure 18. 

 

 

Figure 18. AIMD simulation of the adsorption of a CH3–Al–CH2 molecule on graphene. Image (a) depicts a 

snapshot image of the atoms and structure of the CH3–Al–CH2 and graphene sheet (black bonds). Images (b) and (c) 

shows the evolution of electron charge transfer between the molecule and graphene sheet at two different points in 

the reaction pathway. The images are several femtoseconds apart. The electron density color scheme, expressed in 

units of [e- Å-3], shows negative values with red/yellow and positive values with grey/blue. 𝐶𝐺
1,2

 label the graphene 

carbon atoms and  𝐶𝐴,𝐵 the gas phase carbon atoms. Figure reproduced from Sangiovanni et al. [49]. 

 

Similar AIMD investigations could be designed to investigate potential corrosion reaction 

pathways in molten salts. Processes related the adsorption, diffusion, and penetration of salt ions and the 

dissolution of salt and alloy complexes could be modelled in this manner. The role and importance of 

charge transfer in these salt/alloy surface interactions could be directly evaluated in these approaches for 

several different types of salt ion species and alloy component atoms. While the prospect of discovering 

the actual corrosion mechanisms may be somewhat unrealistic, or at least unlikely to receive experimental 

verification, the important atom-to-atom and atom-to-ion forces between the participating species could 

still be analyzed for fundamental trends and behaviors that are likely to govern any type of reaction 

occurring at the interface. 

 

3.4 CONNECTING REGIONS WITH NON-EQUILIBRIUM MODELLING 

While the models discussed for Regions I-III offer the ability to calculate independent atomic 

driving forces and localized properties, the overall corrosion process and chemical state of a molten salt 

system is undoubtedly of a non-equilibrium nature. The purpose of dividing the MSR environment into 

three regions was to essentially allow for the separation of contributing variables along the corrosion 

chain making it possible to employ simple single-process or property focused computational models to 

investigate fundamental driving forces. Any attempt to model long-term corrosion processes or molten 

salt chemistry, however, would require a re-coupling of these region variables to account for the 

dependencies spanning region borders. For example, the overall long-term dissolution behavior of Cr 

atoms entering the salt would depend on the collective outcomes of all the individual processes occurring 

within each region involving the movement of Cr atoms. The number of Cr atoms in the salt would be 

dependent on both the overall solubility and speciation behavior of Cr in the salt and on the availability of 

Cr atoms at the surface of the alloy available for dissolution, which itself would be dependent on the 

diffusivity behavior of Cr through the bulk and near surface regions of the alloy. This would also depend 
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on the actual Cr dissolution mechanism as well, which could be dependent on many other variables 

related to the chemical or structural environment of both the salt and alloy.  

 Modelling these interconnected processes can be difficult and often requires a complete and in-

depth understanding of atomic behaviors. Additionally, the timescales able to be modelled with ab-initio 

and MD simulations are not long enough to model the long-term cumulative behaviors of these processes. 

In order to simulate long timescales, multi-scale models, which incorporate the results of the physics-

based atomistic models used in Regions I-III into larger models, such as kinetic Monte Carlo (kMC) or 

finite-element methods can be used [50]. KMC, a rate-driven model, is more than capable of simulating 

the timescales required for many of the atomic processes associated with molten salt corrosion, such as Cr 

depletion and dissolution behaviors at the surface (Figure 19). 

 

 

Figure 19. Relative length- and timescales of several of the most commonly employed computational materials 

science models that can be incorporated into multi-scale modelling. Each box represents a different modelling 

method and the length of the arrows extending form each box depict the respective length and time scales that each 

model is able to cover. The arrows travelling from one box to another box (or to a general area) show how the lower 

models on the ladder can be used to inform the higher and larger scale models.  

 

The difficulty associated with kMC, however, is that a very accurate and thorough understanding 

of all the potential atomic behaviors occurring in a system must be known. These models are driven by 

rate-related properties like energy barriers and relative energy states corresponding to the configuration 

and movement of atoms. This difficulty is compounded for systems containing many different types of 

atoms and elements over high temperature ranges, like molten salt systems, for which there can often be 

several hundred potential nearest neighbor configurations around a single migrating atom. Each of these 

configurations could present a different energy barrier to the migration of that atom for any of its potential 

migration coordinate pathways. An accurate molten salt corrosion kMC model, would require a very large 

database of this kind of atomic level behavior over all the physical environments in the systems (liquid 

salt, alloy, interface, etc.). 
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While this description makes the task of developing a molten salt kMC model seem daunting or 

even impossible, there are features of these systems for which adequately informed kMC models could 

potentially be developed. For instance, a thorough ab-initio evaluation of dissolution behavior at the 

interface, like that discussed in the Focus (iii) section of Region III, could be used to inform a kMC model 

to investigate the intermediate-timescale dissolution of alloy surface features, like step-edges and grain 

boundary terminations. Chen et al. [51] used this exact approach to model the dissolution of NaCl in 

water. In this work, they used an AIMD model to first calculate the dissolution energy barrier for several 

surface structure configurations involving step-edges, vacancies, and kink sites (Figure 20 and Figure 

21). 

 

 

Figure 20. Different NaCl (100) surface structures used to model dissolution. Each structure presents a new 

dissolution site with a unique coordination shell. Figure reproduced from Chen et al. [51] 

 

 

Figure 21. Results of AIMD modelling of NaCl dissolution in Water. (a) relative energy barriers for the 

dissolution of a Na atom (left) or Cl atom (right) from the various surface sites studied by Chen et al.. (b) and (c) 

show snapshots of the dissolution process during the AIMD simulation. Figure reproduced from Chen et al. [51] 

 

The newly acquired dissolution energy barrier information was then used to inform a kMC model 

for simulating the dissolution of an NaCl nanocrystal over serval hundred pico-seconds (Figure 22). 
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Figure 22. kMC modelled dissolution of an NaCl nanocrystal in water. (a) depicts the degradation of the crystal 

surface at different times during the simulation and (b) depicts the evolution of surface sites (flat surface, vacancy 

hole, steps, kinks etc.) during the dissolution. Figure reproduced from Chen et al. [51]. 

 

Similar multi-scale models could be developed to study the dissolution kinetics of molten salt 

interfaces. Of course, an important characteristic of these systems which would need to be included, but 

which was not necessary to study NaCl dissolution, is the surface alloy solute concentration and the 

potential effect of solute migration, such as that of the Cr behavior observed in molten salt corroded Ni-Cr 

alloys. These features could potentially be incorporated into kMC models if large enough and accurate 

enough migration path and segregation information databases can be built from ab-initio models or 

experimental studies. A problem with this, however, is that the sheer number of potential atomic 

environments and migration pathways for which energy barrier information would need to be known, 

could make this Modelling process drastically inefficient and time-consuming or simply unable to be 

done.  

In some cases, though, it may be possible to significantly reduce the number of ab-initio 

simulations and overall computational cost through the use of machine learning or neural network 

methods, such as in the work of Boes et al. [52] who modelled surface segregation in AuPd (111) surfaces 

with a kMC model informed by a neural network trained on DFT simulations. In this work, DFT was 

used to calculate total energies for several different configurations of atomic ordering in the AuPd surface 

over the entire alloy concentration range. They determined that for the surface cell they were using, there 

were over 62,706 energy and lattice unique configurations, far too many to model with DFT. They were 

able to reduce this number, however, by hand selecting 360 specific configurations for which they 

calculated DFT total energies and using them to train a neural network (NN) to predict the total energy of 

the remaining 62,346 configurations. After optimizing their NN, they were then able to model the 

segregation behavior in AuPd surfaces using a kMC simulation informed by the NN. The results obtained 

from their final kMC model agree very well with experiment, as shown in Figure 23, which shows the 

Au fraction surface profile as a function of overall Au bulk concentration. 
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Figure 23. Segregation profile of Au atoms in a AuPd (111) surface at 527°C. (Red Circles) are NN informed 

kMC simulation, (black circles squares) are experimental measurements. Figure reproduced from Boes et al. [52] 

 

It could be possible to apply a similar approach to model the depletion behavior of Cr atoms in 

MSR systems. Whether Cr migration and depletion is driven by concentration gradients or sub-surface 

salt interactions, the physics-based ab-initio models discussed in the earlier sections of this report would 

contain this kind of information and could be used to train a neural network that could be implemented in 

a kMC model to evaluate the intermediate to long timescales of the depletion process. This type of NN 

informed segregation/depletion kMC model could also potentially be combined with the previously 

discussed surface dissolution type kMC model to form a fully encompassing molten salt corrosion 

kinetics model. It’s important not to forget, though, that a kMC model of this nature can only be as 

accurate as the energy and rate-related data used to inform it, so before any attempt can be made to model 

corrosion in molten salt systems using these methods, a significant amount of time and effort must first be 

dedicated to developing and evaluating the accuracy of the ab-initio calculations that would be used to 

inform these kMC models. 

4. CONCLUSIONS 

The revitalized interest in molten salt technology over the last decade has resulted in a scientific 

effort across the US DOE national laboratory and US university systems to find answers to the remaining 

materials-based engineering questions to enable industrial deployment. At the forefront of these questions 

are concerns about the long-term chemical and thermodynamic stability of the salt and the degradative 

corrosive interactions of the salts with container materials. Experimental efforts to investigate many of 

these material systems are already underway, however, the high-temperatures and volatile environments 

inherent to molten salt systems can result in these experimental efforts being challenging, time-

consuming, and selective.  

Thermodynamic modelling of salt systems would provide valuable insights into salt stability and 

long-term tractability. The calculation of phase diagrams and solubility behavior could then provide clues 

about container surface reactants and products, which could help to explore corrosion mechanism 

pathways. Led by these thermodynamic insights and new experimental observations, ab-initio based 

modelling of surface and sub-surface interactions and behaviors could be employed to investigate the 

fundamental driving forces behind the degradation and corrosion of container materials and the 

subsequent changes in salt chemistry. Multi-scale modelling techniques, informed by new computational 
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data, could then be employed to investigate how slight changes in salt chemistry, salt purity, and alloy 

composition affect the overall degradation and long-term stability of components in these material 

systems. 

Due to the already extensive collection of studies employing computational modelling for 

material systems relevant to or similar to molten salt systems, very little time would need to be spent on 

developing new modelling techniques or frameworks. Since experimental data for these systems is also 

relatively limited initial modelling investigations should be restricted to physics-based ab-initio 

calculations that would not require experimental or empirical parameter fitting. Additionally, since 

electron charge transfer is likely to play a significant role in corrosion and salt chemistry processes, 

electronic structure models like DFT should be employed over interatomic potential based models when 

possible. Lastly, once a thorough and complete understanding of the localized atomic forces driving 

system behaviors has been quantitively obtained, larger length- and timescale models, such as kMC, can 

be employed to model non-equilibrium processes and behaviors in these systems. 

A computational effort employing the modelling techniques discussed in this report can be a great 

complement to experimental research on salt-material interactions, aiding and accelerating the 

development of molten salt reactor technology by enabling better and faster lifetime predictions, 

informing reactor safety models, and accelerating the development and testing of new materials and 

reactor chemistries. 
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